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Abstract

Quantum theory has shown its superiority in en-
hancing machine learning. However, facilitating
quantum theory to enhance graph learning is in
its infancy. This survey investigates the current
advances in quantum graph learning (QGL) from
three perspectives, i.e., underlying theories, meth-
ods, and prospects. We first look at QGL and dis-
cuss the mutualism of quantum theory and graph
learning, the specificity of graph-structured data,
and the bottleneck of graph learning, respectively.
A new taxonomy of QGL is presented, i.e., quan-
tum computing on graphs, quantum graph repre-
sentation, and quantum circuits for graph neural
networks. Pitfall traps are then highlighted and ex-
plained. This survey aims to provide a brief but
insightful introduction to this emerging field, along
with a detailed discussion of frontiers and outlook
yet to be investigated.

1 A Look at Quantum Graph Learning
The increasing number of new studies in quantum theory ex-
pands the boundary of both physics and computer science.
From rethinking fundamental concepts to conceiving revolu-
tionary new technologies, quantum theory has been investi-
gated with tremendous progress, which gives further direc-
tions to many scientific research areas, including graph learn-
ing. The quantum potential has been widely verified in ma-
chine learning [Dunjko and Briegel, 2018; Liu et al., 2021].
The advent of hardware and the high-performance simulation
framework of quantum has prompted the research progress
of graph learning [Beer et al., 2021]. Quantum graph learn-
ing (QGL) exploits quantum computational power and quan-
tum theoretical basis to provide solutions for graph learning.
The concept of QGL shares overlapping fields with physics-
inform graph learning (PIGL) [Karniadakis et al., 2021]. The
QGL offers a new way to encode graph data with qubits and
embeds them onto quantum states, whereas other physics the-
ories cannot.
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Figure 1: An illustration of how general quantum graph learning
works.

Figure 1 briefly introduces how general quantum graph
learning currently works. Unlike graph learning, QGL can
also directly handle quantum datasets (e.g., quantum chem-
istry and biology datasets) as input. Therefore, for QGL, two
different input datasets are feasible. By quantum mechanics,
such as the well-known quantum random walk, QGL converts
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input data to quantum states and represents them with the
full function of quantum mechanics’ superpower, i.e., quan-
tum state superposition, quantum entanglement, etc. As a re-
sult, QGL has shown its power and potential in representing
graph-structured data compared to traditional graph learning.
Therefore, QGL will thus be benefiting real-world applica-
tions correlated to graphs, including natural language pro-
cessing, drug discovery, high-performance computing, etc.

As an emerging topic, QGL has drawn rising attention.
While current studies are in their initial stage, the blossom
of QGL needs far more attention. Some survey papers fo-
cus on Quantum Machine Learning (QML), which illustrates
both the advantages and challenges of employing quantum
mechanics in machine learning [Cerezo et al., 2022]. It is rec-
ognized that QML will revolute machine learning with quan-
tum hardware and quantum computing. Coincidentally, some
survey papers focus on quantum computing on graphs, which
introduces how quantum theories accelerate the computing
efficiency on graphs [Tang et al., 2022]. However, there still
needs to be a comprehensive survey paper of QGL that intro-
duces the underlying reciprocity of quantum theory and graph
learning and meanwhile points out the pitfall traps and future
research directions for both beginning and junior scholars. To
fill the blank, we investigate current studies on QGL and give
out this survey. This survey shed light on QGL from the per-
spectives of concept, essence, method, pitfall, and future di-
rection.
Contributions. (1) We reveal the mutualism of quantum the-
ory and graph learning. Instead of directly introducing QGL,
we first discuss why quantum theory and graph learning natu-
rally can be an effective combination from the perspectives of
the characteristics of graph-structured data, the bottleneck of
graph learning, and the reciprocity. This can be an easy start
for those who are interested. (2) We propose a taxonomy of
quantum graph learning. We categorized previous studies on
QGL into three kinds: quantum computing on graphs, quan-
tum graph representation, and quantum circuit for graph neu-
ral networks. (3) We point out the pitfall traps for beginners.
Three pitfall traps are given in our survey, respectively. We
should clarify that QGL is not difficult to get started. Besides,
QGL is not a new gimmick of QML. Last but importantly,
quantum is not omnipotent for graph learning.

2 The Mutualism of Quantum Theory and
Graph Learning

Quantum theory has its natural advantages in handling graph
data. The superiority of quantum theory in high-performance
computing factually renews the way of dealing with graph-
structured data, thus providing a new paradigm for graph
learning. Looking from the other side, the rigorous require-
ments of storing, accessing, and processing graph learning
tasks conform to the ample scope of quantum theory’s abili-
ties. The marriage of quantum theory and graph learning fully
exploits the role of quantum theory and tackles the bottleneck
of graph learning. The characteristics of graph data, the bot-
tleneck of graph learning, and an illustration of the reciprocity
of quantum theory and graph learning are presented.

2.1 The Characteristics of Graph-structured Data

The computing complexity of graph computing motivates
the development of graph learning to a great extent. One
of the underlying reasons is the limitation of computing re-
sources to handle graph-structured data [Yu et al., 2022a;
Xia et al., 2021]. There are three traditional data structures to
represent graph-structured data, including an adjacency list,
adjacency matrix, and incidence matrix. An adjacency list
uses a linked table as a basic data structure to represent graph
data. An adjacency matrix is a two-dimension matrix wherein
each element represents the existence of an edge between two
specific nodes. An incidence matrix is a typical logic ma-
trix representing relations between each node and every other
edge. However, the requirement of storing and using graph-
structured data is far more rigorous, no matter in academia
or industry [Yu et al., 2021]. Even though some industry-
friendly (e.g., dense_hash_map in SparseHash developed by
Google) or academic-friendly (e.g., sparsematrix in PyTorch)
graph structures have been developed, handling graph data is
still a challenging task compared to other data structures, not
mention to dynamic graphs [Xia et al., 2022].

The requirements for handling graph data are two-fold, i.e.,
space and speed. A smaller footprint is needed to hold more
significant amounts of graph data. At the same time, there
is also a need for low access latency and friend concurrent
access. Such a dilemma notably prompts the development of
graph embedding and graph representation learning, which,
unfortunately, is a trade-off solution for handling graph data.

2.2 The Bottleneck of Graph Learning

Graph learning has made significant progress, but it also
comes to its bottleneck. Graph learning cannot aggregate in-
formation over long paths, which causes exponentially grow-
ing data to be compressed into fixed-size vectors [Yu et al.,
2022b]. Consequently, when the downstream task relies on
remote information interactions, information from more dis-
tant nodes cannot be propagated. Though some graph learn-
ing methods can integrate global information, they are com-
pensatory approaches for the lack of learning ability in graph
learning [Cao et al., 2015]. In other words, the need for
learning ability in graph learning methods still exists. An-
other bottleneck of graph learning is explainability and inter-
pretability. They are two different concepts. An interpretable
(i.e., white box) graph learning model refers to that it can pro-
vide a human-understandable explanation for its tasks [Miao
et al., 2022]. While for a black box model, if the output re-
sults can be understood by post hoc explanation techniques,
then it is explainable. With the help of quantum theory, no
matter whether the explainable or interpretable problem will
be resolved in graph learning. In addition, graph learning
has limited ability to propose practical solutions for large-
scale graphs (e.g., brain network). An eclectic solution is first
partitioning the large-scale graph into many smaller pieces
and then unifying the representation learning or implement-
ing parallel methods of each component.



2.3 The Reciprocity of Quantum Theory and
Graph Learning

Quantum theory provides the theoretical foundation of quan-
tum computing, a new computational paradigm. By exponen-
tially accelerating the traditional computing methodologies,
quantum computing shows its promising prospective and po-
tential superiority. Quantum computers have the natural ad-
vantage in integer factorization and discrete logarithm [Shor,
1994]. Moreover, especially in unstructured databases, quan-
tum computing also outperforms traditional computing meth-
ods in searching and retrieving target values [Grover, 1996].
All these advantages give impetus to merging quantum com-
puting and graph learning.

The nonlocal effect in quantum theory refines how we think
and perceive the world. Quantum teleportation exploits the
nonlocal effect to transmit a quantum state across extremely
long distances with negligible communication cost [Luo et
al., 2019]. Similarly, global information can be trans-
ferred with very short path (e.g., six degrees of separation
in social graphs) in graph-structured data [Yu et al., 2020;
Yu et al., 2019]. Moreover, because of the non-Euclidean
data structure, global information of graphs also occupies a
critical position in graph learning [Xu et al., 2020]. But cur-
rent message passing techniques of graph learning cannot in-
tegrate long-distance or global information precisely with low
computational costs (e.g., time costs).

QGL can represent the input data in the form of quan-
tum states, therefore, the message passing mechanism of
QGL involves coherence or entanglement, which can help
transfer long-distance information with a faster time. More-
over, graph learning enhanced with quantum theory has
shown promising potential in solving the large-scale prob-
lem. With quantum-friendly hardware, qubit encoding can
lead to greater information capacity with lower calculation re-
quirements. In addition, the criticism of the black box graph
learning model will be resolved by employing quantum the-
ory. Quantum theory provides a theoretical basis for large-
scale graph learning and profoundly impacts real-world ap-
plications (e.g., cognitive function). As a result, whole graph
computing or representation learning will become a reality
and improve downstream tasks’ accuracy. The completeness
of quantum theory can fully support the computing, represen-
tation, and learning of graph data.

The transparency and interpretability of graph learning
models will be ensured with the introduction of quantum the-
ory, thus benefitting graph data storage, access, and process-
ing. Though quantum computing for graph learning is still
in its early stage, the huge potential of tackling graph prob-
lems has shown. The mutualism of quantum theory and graph
learning is stand to reason.

3 A Taxonomy of Quantum Graph Learning
In this survey, we discuss quantum graph learning methods
in three categories: quantum computing on graphs, quantum
graph representation, and quantum circuits for graph neural
networks. Table 1 lists the representative methods of these
three categories.

Graph Coloring

QUBO Problem QA/QAOA/······

Subgraph Finding Graph Partitioning

Input GraphInput Graph Input Graph

Figure 2: Quantum Computing on Graphs.

3.1 Quantum Computing on Graphs
Implementing quantum computing on graph data is one of the
standard approaches for data preprocessing and graph theo-
retical problems, especially NP-hard graph problems, such as
graph coloring, vertex cover, and graph partitioning. The typ-
ical method is performing quantum evolution on the under-
lying graph structure to describe the topology information of
graphs [Tang et al., 2022]. The formulations of many graph-
related NP-hard problems are Quadratic Unconstrained Bi-
nary Optimization (QUBO) problems, which can be as the
input for Quantum Annealing (QA) and Quantum Approxi-
mate Optimization Algorithm (QAOA) [Lucas, 2014]. Fig-
ure 2 shows the example of quantum computing-based algo-
rithms for NP-hard graph problems. [Tabi et al., 2020]. The
form of QUBO problems is the minimization of f :

minimize f(x) =

N∑
i,j=1

Si,jxixj ,

y = argmin
x∈{0,1}N

f(x).

(1)

Here, f(·) is the cost function and S indicates a real symmet-
ric matrix. y denotes a global minimizer of f(·).

The QUBO problems described above can be regarded as
finding the minimum energy of N -qubit Ising Hamiltonian,
which describes the dynamics of quantum systems. The defi-
nition of Hamiltonian is as follows:

H =

N∑
i,j=1

Si,j(1−Mi)(1−Mj), (2)

where Mz is the operator acting as the Pauli-M gate on the
zth qubit.

Many studies have contributed to NP-hard graph prob-
lems by formulating them into QUBO problems and utiliz-
ing quantum computing to obtain the solutions. For the graph
coloring problem, Tabi et al. proposed a space-efficient quan-
tum optimization algorithm (SEQO) based on quantum an-
nealing [Tabi et al., 2020]. They considered the graph col-
oring problem a QUBO problem, then applied QUBO as an



Type Method Input Application

Quantum Computing on Graphs SEQO [Tabi et al., 2020] Q Graph Coloring
QAD [Pelofske et al., 2021] Q Maximum Clique; Vertex Cover
QAISV [Wang et al., 2022] Q Graph Partitioning

Quantum Graph Representation QS-CNN [Zhang et al., 2019] C Node Classification
QGRE [Yan et al., 2022] Q Node Classification
QSGCNN [Bai et al., 2021] C Graph Classification
QEK [Henry et al., 2021] C Graph Classification
QSGK [Kishi et al., 2022] C Graph Classification

Quantum Circuit for Graph Neural Networks HQGNN [Tüysüz et al., 2021] C Link Prediction
DQGNN [Ai et al., 2022] Q Graph Classification
QGCL [Chen et al., 2022] Syn. Node Classification
EQGCs [Mernyei et al., 2022] Q Graph Classification

Table 1: Quantum graph learning methods. ‘Q’ is quantum, ‘C’ is classical, and ‘Syn.’ is synthetic. The input data is ‘Q’, ‘C’, and ‘Syn.’
respectively meaning that the corresponding data processing is based on the classical computer, quantum computer, and quantum computer
assisted by classical computing modules.

input for QAOA. They designed a flexible approach to reduce
the number of qubits to provide a space-efficient solution for
graph coloring. More recently, Pelofske et al. designed a
QA-based decomposition algorithm (QAD) for the maximum
clique and the minimum vertex cover problems [Pelofske et
al., 2021]. Particularly, they aimed to obtain an optimal set of
vertice by minimizing Ising Hamiltonian. Their model recur-
sively splits the given instance into small subproblems, which
can be solved directly by utilizing a quantum annealer. Wang
et al. focused on the partitioning problem of the grid, which
is a kind of graph [Wang et al., 2022]. To handle inequality
constraints in the grid partitioning optimization model, they
proposed a framework based on quantum annealing with in-
teger slack variables (QAISV). They especially implemented
the integer slack and binary expansion methods to transform
the grid partitioning problem into a QUBO problem. More-
over, other NP-hard graph problems, such as graph isomor-
phism [Tang et al., 2022], can also be reliably solved by ap-
plying quantum evolution via QUBO.

3.2 Quantum Graph Representation

The rapid development of quantum computing has recently
opened up new opportunities for graph representation. Graph
representation, mapping graphs into embedding vector space
for facilitating various downstream tasks (e.g., link predic-
tion and combinatorial optimization), has attracted exten-
sive attention. Many quantum graph representation algo-
rithms have proved their significant capabilities in extracting
unseen or atypical patterns in graphs [Huang et al., 2021].
Specifically, the core idea of quantum graph representation
is embedding graphs to quantum states, of which the entan-
glement and superposition can effectively characterize the
features of graphs in a Hilbert space [Cong et al., 2019;
Schuld and Killoran, 2019]. Two representative approaches
are quantum random walks and quantum graph kernels. Fig-
ure 3 gives examples of them. In the rest of this section, we
will discuss these two methods in detail.

Quantum Random Walks
In quantum random walks, the initial distribution of the
walker is characterized by the amplitudes of quantum states
and then the walker can evolve in a quantum mechanical man-
ner. Given a graph G(V,E), where V and E are vertex set
and edge set respectively, in the Hilbert space H, the basic
state of the walker at vertex v ∈ V is ηv . The quantum state
of the walker |ψ(t)〉 at time t can be indicated as a linear
combination of η:

|ψ(t)〉 =
∑
v∈V

αvηv, (3)

wherein, αv is the complex amplitude. Particularly, there are
two types of quantum random walks: discrete time and con-
tinuous time quantum random walks [Tang et al., 2022]. In
discrete time quantum random walks (also called coin quan-
tum random walks), two Hilbert spaces need to be defined.
One is the position Hilbert space Hp, which captures the su-
perposition of nodes. Another one is the coin Hilbert space
Hc capturing the multi-direction superposition of the walker
on each node. Generally, the space of the quantum random
walks can be described as H = Hp

⊗
Hc. Different from

discrete time quantum random walks, continuous time quan-
tum random walks only consider the position Hilbert space
Hp.

Various works adopting quantum random walks for graph
representation have been proposed. For example, Zhang et
al. proposed a quantum-based subgraph convolutional neural
network (QS-CNN) [Zhang et al., 2019], which introduces
a graph decomposition method based on quantum random
walks. In particular, quantum random walks capture different
patterns of vertices connectivity by destructive and construc-
tive interference. Then the graph is decomposed into a family
of multi-layer expansion subgraphs in the vector space.

Yan et al. presented a method, namely Quantum Graph Re-
current Embedding (QGRE), which aims to adopt quantum
random walks to attributed graphs [Yan et al., 2022]. Their
model first applied discrete-time quantum random walks to a
node-attributed graph, and then the quantum state sequences



Q
ua

nt
um

 R
an

do
m

 W
al

k
Q

ua
nt

um
 K

er
ne

l

·

Input Graphs Encoding Graphs to Quantum States Inner Prodoct in Hilbert Space

Input Graph Quantum Random Walk Sampling Nodes Neural Network Final Embedding

1

2

34

5 6

Subgraph Decomposition

1

2

34

5 6

Hamiltonian Time-Evolution

Figure 3: Quantum graph representation learning with quantum random walks and quantum kernels.

of the graph are fed into a quantum LSTM to obtain node
embeddings. On the contrary, Bai et al. took advantage
of continuous-time quantum random walks to capture graph
characteristics [Bai et al., 2021]. They proposed a quan-
tum spatial graph convolutional neural network (QSGCNN),
which can use quantum vertex information propagation to ex-
tract multi-scale node features.

Quantum Graph Kernels

As the Hilbert space of quantum states can be a feature
space where the graph kernels are induced, quantum graph
kernel-based graph representation methods have emerged in
recent years. Quantum graph kernels aim to represent dif-
ferent graphs in a Hilbert space and then compare the simi-
larity between two graphs in terms of the quantum represen-
tations [Schuld et al., 2020]. Specifically, a quantum graph
kernel constitutes an inner product to measure the similarity
of graphs. Given two graphsG1 andG2, there is a ϕmapping
two graphs into a Hilbert spaceH, and the similarity between
G1 and G2 can be measured by a kernel K:

K(G1, G2) = 〈ϕ(G1)|ϕ(G2)〉. (4)

An increasing number of works have exploited the area of
quantum graph kernel-based graph representation. A quan-
tum evolution kernel (QEK) has been presented to character-
ize graphs [Henry et al., 2021]. The core idea of QEK is tak-
ing Hamiltonian encoding-based quantum evolution as a tool
to realize a graph kernel. Kishi et al. proposed a quantum
superposition-based graph kernel (QSGK) to extract the fea-
tures of subgraphs and measure their similarity [Kishi et al.,
2022]. In their method, the main motivation is to efficiently
map many subgraphs into a quantum state in the Hilbert
space, and then achieve high-performance downstream tasks
(e.g., graph classification).

3.3 Quantum Circuits for Graph Neural Networks

With the development of noisy intermediate-scale quantum
(NISQ) devices, more and more researchers have focused on
quantum graph neural networks, which combine the graph
neural networks with quantum modules to optimize the cur-
rent models [Verdon et al., 2019]. As a result, quantum
graph neural networks have shown various advantages, in-
cluding reducing the number of training parameters and the
complexity of learning models. There are two kinds of ap-
proaches to implementing quantum graph neural networks.
One is applying fault-tolerant quantum computer-based quan-
tum algorithms to accelerate the calculation step of classi-
cal graph neural network models. Another widely concerned
method is based on NISQ devices and modifying the struc-
ture of graph neural networks with quantum circuits [Chen
et al., 2022]. The mainstream quantum structure deployed
on NISQ devices is parameterized quantum circuits (PQCs),
of which the components are multiple adjustable quantum
gates (e.g., Ry(θ) gate) and fixed quantum gates (e.g., Pauli-
Z gate) [Araujo et al., 2021]. The objective function of learn-
ing models would be approximated by adjusting the quan-
tum gate circuit parameters. Significantly, in PQCs-modified
graph neural networks, the input graph data is encoded into
quantum amplitudes. Figure 4 is the illustration of quantum
graph neural networks.

A hybrid quantum-classical graph neural network
(HQGNN) has been proposed for particle track reconstruc-
tion problems [Tüysüz et al., 2021]. HQGNN considered
two types of PQCs with different entangling capacities and
expressibility to obtain desired outputs. One of the PQCs
types consists of circuits with hierarchical architectures,
while another is composed of parametrized gate layers. More
recently, Ai et al. presented a decompositional quantum
graph neural network (DQGNN) using a fixed-sized quantum
device to handle larger-sized graph data [Ai et al., 2022].
They aimed to alleviate the challenge of the limited number
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Figure 4: Quantum circuits for graph neural networks.

of physical qubits by using the unitary matrix representa-
tion and tensor product to reduce the number of required
parameters. Particularly, they designed a quantum circuit
with a hierarchical structure (containing multiple layers) to
capture node information. Chen et al. designed a quantum
graph convolutional layer (QGCL) to realize quantum graph
convolutional networks [Chen et al., 2022]. They presented
a novel PQC by implementing a linear combination unitary-
based adjacent matrix in QGCL. Then, they utilized a series
of quantum gates with adjustable phases to obtain a weight
matrix. Mernyei et al. proposed equivariant quantum graph
circuits (EQGCs) as a class of PQCs [Mernyei et al., 2022].
In detail, they designed two subclasses of EQGCs, including
equivariant Hamiltonian quantum graph circuits (EH-QGCs)
and equivariantly diagonalizable unitary quantum graph
circuits (EDU-QGCs), to provide a unifying framework for
quantum graph neural networks.

4 Pitfalls
Quantum theory shows its potential power in enhancing and
reforming graph learning. We point out some pitfall traps in
this section for those who aim to dig into this research area.

4.1 It is Difficult to Get Started
Quantum mechanism is counter-intuitive and perplexing, but
only some fundamental parts of quantum computation and
quantum information are essential to start QGL. For quantum
computation, beginners should fully recognize linear alge-
bra and complex numbers, which are also required for graph
learning. The reason is that the essence of quantum states
passing through quantum circuits is just the product of com-
plex matrices. As for quantum-related preparation knowl-
edge, quantum computing and quantum teleportation need to
be grasped. The understanding of quantum computing will
help to build initial recognition of static resources (i.e., qubit),
and that of quantum teleportation will be conducive to com-
prehending the dynamic processes (e.g., transmission and
copy), respectively [Nielsen and Chuang, 2002]. Specifically,
Hilbert space can be regarded as the generalization of finite-
dimensional Euclidean space, which is expanded to infinite
dimensions and complex numbers. Therefore, such ultra-
high dimension does not fit downstream tasks. In quantum-
classical hybrid algorithms, quantum circuits output quantum
states to classical computers. Ai et al. computed the von
Neumann entropy of quantum states in Hilbert space and rep-
resented them in low-dimensional Euclidean space [Ai et al.,

2022] for graph classification. Thus, quantum information
can be exploited to characterize the outputted quantum states
for downstream tasks.

4.2 QGL is a New Gimmick as a Branch of QML
It is known that graph-structured data is non-Euclidean data,
which brings about difficulties and challenges for graph learn-
ing. Because of such specificity, graph learning differs from
other branches of deep learning. This specificity of graph-
structured data thus also makes QGL different from QML.

Graph learning has rigorous requirements for efficiency in
storage and computation, while quantum memory, quantum
searching, and quantum computing methodologies can fun-
damentally fix those problems. Classical hardware limits the
ability to access or process sparse graph-structured data ef-
ficiently. Consequently, the large scale of graph-structured
data has been a longstanding challenge. The computational
inefficiency of non-Euclidean graph data becomes the main
barrier to the development of graph learning. In contrast,
quantum computing provides an exponential acceleration for
graph learning and brings a new paradigm. Qubit is in multi-
ple states simultaneously, thus quantum memory and quan-
tum searching can retrieve a group of items at the same
time [Lvovsky et al., 2009]. As a result, accessing graph-
structured data at a low cost has become a reality. On the
other hand, multiple quanta interact with each other by en-
tanglement, so the relationship of quanta can be described
as a graph. When QGL algorithms utilize quantum theory
as physical knowledge (e.g., quantum random walk), graph-
structured data is naturally suitable. In addition, QGL algo-
rithms are the natural solution for graph-structured quantum
data (e.g., quantum chemistry datasets).

Various algorithms are proposed to optimize the graph
learning process at a software level, and the technologies of
high-performance computation accelerate that at a hardware
level. However, all these methodologies alleviate the symp-
tom since the limitation of classical hardware is decided by
the objective physical lows. Only the quantum mechanism
can radically solve the efficiency problem of graph learning.
The quantum theory shows its full advantages by combining
with graph learning, rather than any other machine learning
areas.

4.3 Quantum is Omnipotent for Graph Learning
Although quantum theory leads to a revolution in graph learn-
ing, the reliability of QGL is still uncertain. At the current



stage of QML, algorithms are mainly designed to deal with
classical data in Euclidean space. The input and output data
in quantum circuits are quantum states in Hilbert space. Con-
sequently, it is a necessary process to encode classical data in
Hilbert space. Unfortunately, space transformation induces
a distortion problem, which means the distance relationship
between nodes distorts after encoding graphs. Specifically,
connected nodes have a distinct representation, while un-
connected nodes have a similar one. Several approaches
have been proposed, but it is still unclear which is the best
way to encode graph-structured data [Lloyd et al., 2020;
Havlíček et al., 2019]. Furthermore, theory-oriented and
knowledge-driven QGL algorithms lack migration capabil-
ity [Huang et al., 2022], and data-driven models cannot
fully achieve quantum advantages with classical data un-
der the shortage of quantum datasets [Bravyi et al., 2018;
Daley et al., 2022].

5 A Roadmap
Quantum graph learning is now in its very beginning stage.
There exists huge potential but meanwhile also faces many
challenges. In this section, we will discuss the future direc-
tions of quantum graph learning.

5.1 Graph-structured Data Encoding
The distortion problem interferes with the learning process
of QGL because of the loss in attribute and structure in-
formation after encoding graphs to Hilbert space. Conven-
tional encoding approaches (e.g., amplitude encoding) apply
to other QML models. While for QGL, trainable mapping
is a better choice to preserve the characteristics of original
graphs [Ai et al., 2022]. Moreover, some real-world graphs
are more complicated (e.g., heterogeneous graphs and dy-
namic graphs), which may lead to more severe problems in
encoding. Heterogeneous graphs contain different node types
and multiple relations that require specific representation in
graph learning [Dong et al., 2020; Wu et al., 2021]. In QGL,
encoding heterogeneous graphs is challenging, especially in
the case of limited qubits. The integration of various infor-
mation on quantum circuits is also difficult. The changing
nodes and edges in dynamic graphs at each snapshot make
it hard to encode serialized graph data [Zheng et al., 2019;
Jia et al., 2020]. However, the implicit correlation between
the evolution of both quantum and dynamical graphs may
lead to new algorithms.

5.2 Large-Scale Graph Decomposition
The scale of real-world graphs grows exponentially, which
puts forward a higher requirement for QGL by employing
a more significant number of qubits [Bedru et al., 2020].
However, the increasing number of qubits definitely will
cause more noise in NISQ quantum circuits [Preskill, 2018;
Cerezo et al., 2021], and make the simulation on classical
computers longer [Georgescu et al., 2014]. Therefore, it is
impractical to handle large-scale graphs for QGL. A trade-
off solution for current QGL is graph decomposition which
becomes significant to balance graph integrity and algorithm
practicability.

5.3 QGL Theory Investigation
Graph learning gains a lot from quantum mechanics, but there
are no general paradigms or guidelines for QGL algorithm
designing. There still needs to be fundamental and compre-
hensive graph learning and quantum theory to reveal their ex-
plicit connection. Most previous QGL algorithms are par-
tially based on either graph learning or quantum mechanism,
which reflect the incomplete reciprocity of the two. In partic-
ular, a portion of current research mainly focuses on physical
knowledge (e.g., quantum random walk), while another por-
tion mostly concentrates on the learning process (e.g., quan-
tum GNN). More efforts should be devoted to building a
bridge between quantum theory and graph learning.

5.4 Noise-Resilient Algorithms
Hardware noise is inevitable for QML [Torlai and Melko,
2020], but most studies neglect noises in the analytical cal-
culations and numerical simulations [Biamonte et al., 2017;
Cerezo et al., 2022]. Furthermore, the noise problem is more
severe for QGL. In graph learning, nodes and their repre-
sentation are related to their neighbors. The noise causes an
inaccurate representation of each node and further harms its
neighbors’ representation iteratively. To carry out QGL tasks
on actual quantum circuits, noise-resilient algorithms and op-
timizers are indispensable.

6 Conclusion
This survey unprecedentedly provides an insightful introduc-
tion to QGL from the perspectives of its theoretical basis, im-
plementation methods, and development prospects. Starting
from the characteristics of graph data and the bottleneck of
graph learning, we first discuss the mutualism of quantum
theory and graph learning. Then, existing QGL methods are
introduced in three categories, i.e., quantum computing on
graphs, quantum graph representation, and quantum circuits
for graph neural networks. Afterward, we point out the pit-
falls and future directions of QGL to provide a reliable guide-
line for researchers. To the best of our knowledge, this paper
is the first work to systematically review QGL and provide
insights into its frontiers.

QGL is now emerging and has significant development po-
tential for future industrial and scientific fields. The emer-
gence of QGL inspires the improvement of graph learning.
Particularly, traditional graph learning models are plagued by
various inevitable limitations, such as lack of interpretabil-
ity and limited ability to handle complex graph data. At the
same time, QGL combines known physical principles (quan-
tum theory) with graph learning models to address the short-
comings of existing methods to a great extent. Although there
are some challenges facing QGL, i.e., it is hard to implement
QGL on large-scale graphs, it will undoubtedly become a ma-
jor research direction in the coming future.
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